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~ Abstract

Consider BIB designs with parameters v,b,r,k and X. Define
the support of a BIB design to be the set of its distinct

blocks and let the cardinality of the support be b*. If
b*(b then t~e design is said to be a BIB design with re—1 erE~peated blocks. Some potential applications of ~~~ designs vvitk c~ e~
to experimental design and controlled sampling are given. Some

- necessary and sufficient conditions for the existence of these

designs and some algorithms for their constructions are pro—

I 
vided,~~~~~~~~~~n b* have been obtainai5A necessary ~~~
sufficient condition under which a set of blocks can be the

support of a BIB design -- found .~~A table of BIB designs

with 2k �b* �56 for v— 8 and k\ i 3  is included.
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ON THEORY AND APPLICATIONS OF
1. BIB DESIGNS WITH REPEATED BLOCKS

Walter Foody and A. Hedayat
University of Illinois at Chicago

1. Introduction and Sy~mary.

From the point of view of application, there is no

reason to exclude the possibility that a BIB design would
contain repeated blocks. Indeed, the statistical optimality

of BIB designs is unaffected by the presence of repeated

blocks.

Following the standard notation we consider BIB de-

l, signs with parameters v b ,r,k and A .  We define the ~~~~~~~ —

port of a BIB design to be the set of distinct blocks and

we denote the cardinality of the support by b*. As

[1 
van Lint (1973) has pointed out, many of the BIB designs

constructed by Hanani (1961) have repeated blocks. The

question of whether , for a given v,b and k, there exists

a BIB design with repeated blOcks has intereste d reaear chers
in the area of experimental design. Parker ( 1963) and

j  ~~
. Seiden ( 1963) proved that there i~ no BIB design with re-

peated blocka with psraaeter. v=2x+2, b-kx +2, k—x+l.

L The case x even was settled by Parker and x odd by

1~ 
Seiden. Stanton and Sprott (196k) showed, among other re-

(I sults,that if s blocks of a BIB design are identical then

b 
~~ 

iv - (5-2). Mann (1969) sharpened this result and showed

that b 
~ 
sv • Note that the result of Parker and Seiden

L u  
_ _ _ _  
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follows immediately from either of the above inequalities.

More recently van Lint and Ryser (1972) and van Lint (1973,U 1974) Systematically studied the problem of the construction

U of BIB designs with repeated blocks. Their basic interest

was in constructing a BIB design with repeated blocks with
parameters v,b,r,k,X such that b,r,and A are relatively

prime.

Wynn (1975 ) constructed a BIB design with v .8, b=56,

k~~3 and b* = 24 and discussed an application of such

designs in sampling. From the point of view of applications

it is desirable to have techniques for producing BIB designs

with various support sizes for a given v and k. We have

studied the problem of BIB designs with repeated blocks from

the later point of view. ~n Section 3 we outline some

potential applications of such designs. In Section 4 we

prove some necessary and sufficient conditions for the exist-

ence of these designs and provide algorithms for their con-

structions. In particular, we show that the combinatorial

problem of searching for BIB designs with repeated blocks

ii equivalent to the algebraic problem of f inding solutions

to a set of homogeneous linear equations . Using this

equivalence we have produced a table of designs based on

U v .8  and k u 3  with 24 �b* �56 . In Section 5 we give

bounds for the size of the support of BIB designs. In Section

6 we pres ent some conditions under which a set of blocks can

U be the support of a BIB design .

LI —2—
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2 . Definitions and Notation.

Let v.(1,2,...,v) and let v~~ be the set of all

distinct subsets of size k based on V. Denote the card..~
inality of vEk by vCk. For convenience we shall order -

the elements of vEk lexicographically-. A balanced Incom-

plete block design, d, with parameters v,b,r,k and ) ,

written BIB(v,b,r,k,X), is a collection of b elements

of vtk, referred to as blocks, with the properties that:

(i) each element of V occurs in exactly r blocks,

and (ii) each pair of distinct elements of V appears

together in exactly A b locks .

We emphasize that this definition does not require that the

blocks of a BIB design be distinct elements of v12. As

discussed in Section 3, it may at times be to the experimentor’s

advantage to implement a BIB (v,b,r,k,)) with less than b

distinct blocks . In this paper we investigate BIB designs

from the point of view of reducing the number of distinct

j [ blocks. To formalize this concept , we introduce the follow-

ing definition.

1’ Definition 2 1.  The support of a BIB design, d, ii the aol—

lection of distinct blocks in d, denoted by d*. The number

of elements in d* is denoted by b* and called the support

size of d.

We will denote a BIB(v,b,r,k,)j with support size b*

Li by BIB(v,b,r,k,AIb*). Any incomplete block design may be

specified by the number of times that each element of vEk is

repeated in that design. We write f~ for the frequency of

El -3-
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the t-th element of vEk in the design. Thus, we identify

an incomplete block design, d, with vEk and the frequency

vector Fd 
u 

~~~~~~~~~~~~~~~~~ 
It is clear that

b tdl+ fd2+.~
,.+ 

~dvCk 
and that b* is the number of non-

zero entries in the vector 
~d• 

The BIB design, d, is said

to be a uniform BIB design if’ the nonzero components of Fd
are all identical . A BIB design with b .b* = vCk is denoted

by d(v,k) and referred to as the trivial BIB design based

on v and k. A BIB design with b <vCk is said to be a

reduced BIB design.

3. Applications of BIB Designs With Repeated Blocks.

A. In Finite Population Sampling: —

A sampling design with k observations on a populat ion

V of size v is a probability measure on vtk . The support

of a sampling design is the set of elements of vEk which

have positive measure. A sampling design is said to be uniform

if the probability measure is uniform on the support of the

design. Denote by TI~ and ll~~ the sum of the probabilities

associated with those elements of the support of the sampling

design which contain Ci) and (i,j), respectively. A

simple random sample, SRS(v,k), is a uniform sampling design

whose support is vEk • For the SRS(v,k), T1~ — r~/N and

fl1
~~

— k(k—l)/v(v—l).

Li It is known that the best linear unbiased estimator of

[j the mean of a characteristic of the population based on the

n -k—
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: SRS(v ,k) is the sample mean, whose variance is a2/k( l—lçgrv),

where a
2 

is the variance of the population. A question of

interest is whether it is possible to construct other sampling

designs whose sample means are unbiased estimates of the

population mean and also have variances a2/k( lek/v). In
particular , we might require that these other designs

(1) be nonuniform ; or

(2)  have supports whose cardinalities are smaller than vCk.

Such sampling designs have practical applications . For example,
it may be that some samples (i .e; some elements of vEk) may

be more expensive or difficult to collect due to geographic

dispersion or to some other factors . As another example, we

may wish to guarantee that the selected sample contains at

least a certain number of elements of some particlar subsets

of the population. In either example we would like to have

low or possibly zero probability of selecting the less prefered
• sample., and to have higher probability of selecting the- more

prefered samples. For actual examples of applications of such

sampling designs , see, for example, Goodman and Kish ( 1950) and
Avadhani and Sukhatme’ (1973).

Chakrabarti (1963) discussed the use of reduced BIB

designs to produce sampling designs. Wynn (1975) noticed

[ that to find a sampling design with reduced support one can

use non-reduced BIB designs with repeated blocks. If d is

Li a BIB (v,b,r,k,XIb*), then we can associate with d a Bampling

Ii —5—
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design by assigning to the L-th element of vEk probabi-

lit7 measure c/b. It is easy to check that and

for this design will be the same as for the SRS(v,k), and

that the sample mean will be a~ unbiased estimator of the

population mean and that the variance will be the same as

in SRS(v,k), - -
.

B. In Design of Experiments:

It is well known that BIB designs are optimal for a

number of criteria under the usual homoscedastic linear

additive model for observations . This optiniallty holds

whether or not the BIB designs contain repeated blodks.

But in some cases it may well be to the experimenter’s ad-

vantage to implement a BIB design with repeated blocks. For

a variety of reasons the experimenter may not wish to run

certain treatment combinations • One situation in which

certain combinations of three or more treatments must be

avoided is when it is physically impossible to run those

combinations in the same block . In some other cases certain
combinations of three or more treatments may produce observa-

• 

- 
tions which no longer conform to the homoscedastic. linear additive

model. If we are only interested in estimating treatment

effects , we should use a. BIB design in which no block contains

any combinations which give rise to observations which-violate

the model.

Suppose the experimenter wishes to Implement a BIB design,

ii

J_ ~~~~~— - •~~~~~~~~—- -~~-- - ~~~—.-~~~~~~~~~- •• -~~~~-—~~~~~ ~~~~-~~~~~—-~
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but he also wishes to avoid certain treatment combinations.

He can search among the non-isomorphic uniform BIB designs

to see If there are any which do not contain those combina-

tions . If necessary, he can relable his treatments. There

are cases where one cannot avoid a set of combinations using

uniform BIB designs , but can do so by using designs with

repeated blocks . In fact , one must always search among the

BIB designs with repeated blocks when there does not exist

a reduced BIB design for the specified v and k.

4 . Construction of BIB Designs with Reduced Support.
— In this section we will provide algorithms for the construc-

tion of BIB designs based on v and k with support size

less than vCk .

Label the elements of VE2 . from 1 to vC2. Let Pjj =1

• if the i-th element of vE2 is contained in the J-th

element of vEk, and let p
~~ 

=0 otherwise. By the pair

inc lusion vector associated with the j~th element of vEk,

we mean 
~ :j ~ ~~~~~~~~~~~~~~~~~ 

. Let

P 1
~ l’~2’’”’~

’VCk1’

- Lemma 11.1. The frequency vector F determines a BIB design

[ if and only if

1’ PF~~ X].
U

where X is a positive integer.

U -7—
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The proof follows from the fact that E f p~ is the
i i i

number of times the 1-tb pair appears In the design.

The problem of constructing BIB designs based on

v,k and ). Is precisely the problem of finding all non-

negative integer solutions, F, to the equation PF=U. We

use this fact In many of the results which follow. ‘ 
I

Given a set of frequency vectors of BIB designs based

on v and k , it is natural to inquire how these vectors

might lead us to new BIB designs . We record here for re-

ference some facts of this nature. In what follows, we say

of the vectors Fi ’ = (4i ) , ~ (i) , ,4~
) , i= 1,2 ,

that F1 <F 2 if and only if f~ (1) �r~
(2)  f or all j  and

f1
(1) 

~~~~~~ for some i. Let 3 be the set of frequency

vectors of all BIB designs based on v and k.

Proposition 4.1. Suppose F, F1 and F2 are elements of ~.

( i )  If c is a positive integer, then cF is in 3. 
J 

-

(ii) If g is a common divisor of’ the entries of’ F,

then g ’1F is in 3.

(iii ) F +F is in 3.
~. 2

(iv) If •F1 <F2, then F2 —F1 is in F.

Proof ( i)  and (iii) are immediate from Lemma 4.1. (ii)

and (iv) also follow from this Lemma after observing that

P(g~~F) and P(F2-F1) are both vectors of non-negative

integers .

[



I

Rote that (ii) and (iv) can be used to const ruct from

BIB designs new designs with smaller numbers of blocks, and •

that (iv ) can be used to reduc e support size . It follows

from (ii) that if there i~ no BIB design with b<vCk, then
there is no uniform design with b* <vCk.

If we are given a BIB design d, it is natural to ask

whether the support, d*, of this design properly contains

the support of another design, d1. Theorem 4.1 below shows

that the combinatorial problem of searching for auth a design

is equivalent to the algebraic problem of finding solutions

to a set of homogeneous linear equations. If d Is a

BIB(v,b,r,k,XI b*), then we denote by 
~d* 

the matrix whose

— 
columns are the pair Inclusion vectors associated with the

blocks of d*.

Theorem 4.1. Given d, a BIB(v ,b,r,k,Xl b*), there exists
a BIB design d1 such that dt ~ d* if and only If there

exists a nonzero vector h such that Pd*h iO.

Proof. Let Fd* be the b* x 1 vector whose components

consist of the nonzero entries of Fd. Thus

Pd,Fd*~~~PFd Xi

If 
~d* is not of full column rank, then there exists a non-

zero vector h , each of whose entries are rational, such that

P4~h *O .  Let

m —  min (_ f d.j/hI :hl <0)

L 

—~~~•~~~- ‘—- —~ •-.---—-—-- •-----.—--— ----~~-— ~~~~~~ ———-~--—- - - • - - - - --  - - _ _ _ _ _ _



where is the i-th component of Fd*. Let

— fd*i +mbI, I~~l,2,...,b*. Let t be the smallest

positive integer such that 
~d*j ~tg1 is an integer for

all I — 1,...,b*.. Define

‘ (f ’d*l’ ‘~d*b*) = t(Fd* - ~~)•

We claim that Fd* is the frequency vector of a new BIB

design , d1, where is the frequency In d1 of the

i-th block of the old design, d. To prove this claim, first

notice that d*i)0~ 
i=l,...,b*. Further

Pd*Fd.* = tPd*Fd* tlnPd*h tXi.

Since 
~d* 

and Fd *  have only integer entries, tX is
an Integer; thus, by Lemma 4.1, Fd * 

is the frequency vector
1

of a BIB design. Also, there is at least one I such that

m — 
~
‘d*i~

’k
~i, 

and for this i~ ~~~~~~~~~~ 0 .  Therefore, d*1 ~ d*

Suppose now there eixsts d1, a BIB(v,b1~,r1,k,X 1Ib 1*)
such that d1*~ d*. Let 

~d*i 
be the number of times that

the i—tb block in d* occurs in d1. Let

h1 f’d*i ~~~~~~~~~~~ 
h —

Then 
~d*~’ 0  .

In the proof of the above theorem, we have actually

provided an algorithm for the construction of BIB designs.

The designs listed in Table I were obtained by a. computer

Li program implementing this algorithm.

El -10-

______________________________ 
~~~ — - (~~~~~~L -A i a ± . ~~~!~



- •-

* 

-

~~~~~~~~~~~~

-.---

Li.

In the following three propositions we present some
techniques for producing BIB designs whose support is con-

tam ed within a given design. These propositions may be

thought of as special cases of Theorem 11.1.

Proposition 4.2 . Suppose d1 18 a BIB(v’,bj,ri,k,X1Ibt ),

i = 1,2 , based on the same set of v’ treatment, and sup—
pose d1* fl d2* =~~~. If v) v’, then there exists a

BIB(v ,b ,r ,k,XIb *) with

b = e(vCk) and b* = vCk -

where e = ) 2/gcd(X1,)
2 ) .

Proof. (by construction). Take e copies of d(v,k),

Add an additional e1 ~X1/gcd(X1,X2) copies of d2 and

remove all e copies of’ d1. We have removed e)1 copies

of each pair occuring in d1 and increased the number of

times each pair in d2 occurs by c1)2. But d1 and d2
contain precisely the same pairs, and

e1
)2 = X1X2/gcdO1,x2) = eX1.

That the values of b and b* are as claimed is clear from

the construction.

Example 4.1 Let v - 8  and k - 3  and v ’ =7 .  Let

1 124 561 356 723

I 235 672 ~ê67 1.34
1. d :  and d :1 3~6 713 2 571 245

Li 457 612

H u 
—11—
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In this case X1=~2 =1 and e — e 1—1 . Thus by replacing

in d(8,3) by an additional copy of d2, we obtain a

BIB(8,56,21,3,6149). -

Corollary 41. Suppose 
5 

is a BIB(v’,b3,r3,k,A,1b3),
V’ <v . Then there exists a BIB(v,b,r,k,)fb*) with

b* = v Ck _ b 3.

Proof. Let d4. be all of the blocks of d(v’,k) which are

not contained in d3~ Then apply Proposition 4.2 to d3
and d4.
Example 4.1. (continued). Let d3 be the set of all blocks

based on ‘V 1 =7 and k = 3  which are not contained In 5.
We can then apply Proposition 4.2 to 

5 
and d4.

A BIB is still obtained if, in Proposition 4.2,

d1* fld2* = 
~; 

but the support size will not be reduced to

the same extent, as the following proposition shows .
r I ProposjtIon~~~~. Suppose d1 is a BIB(v’jbj,rj,k,)~jIbt),

1=5,6, based on the same set of v’ (v treatments. If

~~~ Ad6* I =t, then there exists a BIB(v,b,r,k,)Ib*) with

b* = v C k_ ( b~~_ t )  and b — e(v Ck)  where

The proof is analogous to that of Proposition 4.2

Example 4.1. (continued). Let d
5 —d1 

and let

124 435 562
d6— ~67 715

Li 273 316

Here jd fl d~ I — 1 and thus by adding one additional copy

[1 -

—12.-j 
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of d6 tc d(8,3) and deleting one copy of d
5 

we obtain
a BIB(8,56,21,3,6150). Note that the block (1,2,4)
appears only once in the new design.

One may generalize the method of Prop. 4.3 by ~11owing

the BIB designs, d5 
and d6, to be based on a smaller block

size, k’<k, as long as v— v ’�~k-k
’. Let V 1 be the set

of v’ treatments upon which d
5 

and d6 are based, and

let V” =V-V ’. Fix some subset, A , of k— k ’ t reatments

from V” • Then augment each block of d5 
and d6 by A.

Let d~ and d~ be these two sets of augmented blocks.

Then by a construction exactly like that in the proof of

Proposition 4.1, we obtain a BIB(v,b,r,k,XIb*) with

b* — vCk - (b* - t ) ,  where t = d~ fl d~ j .  We could repeat this

process for each distinct subset A of k - k’ treatments

from V” • Thus we have:

Proposition -. Suppose d1 is a BIB(v’,bj,rj,k’,XjIbt)

1 =5,6, based on the same set of v’ <v treatments, with

1d5* n d6*I = t • If v — v ’ �k -k’, then there exists a

BIB(v,b,r,k,)Ib~
) ,  where b~j= vCk-n(b~~-t),

n=1,2,..., y_ y sCk_ k l ,  and b=e(vCk), e=~~/gcd~~51)6).

Example 4.1 (continued). Let v— 8, k = k .  We can augment
d5 

and d6 to produce

8124 8561 8124 8715

I - d ’ : 8235 8672 d’ : 8467 8316
Li 5 8713 6 8273 8562

8457 8435

_ _  -~ -~--____- _~_ ~~- - - - - - - - .4
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Note that d~ and are not BIB designs • N~w by adding

one additional copy of d~ to d(8,4) and removing d~,

we obtain a BIB( 8,70,35,4,15164). 
-

In the above propositions , one set of blocks based on

a BIB design was replaced by another. But, In fact , it

is not necessary that these sets be based on BIB designs.

Example 4.1 (continued).

d 156 235 d 135 256
~~ 134 246 8 146 234

Add one copy of d7 to d(8,3) and delete one copy of

to produce a BIB(8,56,2l ,3,6152 ) .

- 5. Bounds on the Support Size of a BIB Design.

- The literature of BrB desi~ñs contains lower bounds on the

total number of blocks in a BIB(v,b,r,k,X). One such result

[ is the well known Fisher’s inequality: b~~v. In this sec-
-

~~ tion some bounds on the number of distinct blocks in a BIB

design are given.

Let b*nin be the smallest support size for BIB designs

based on a given v and k. We bound b*~~~ in the follow-

ing proposition. Here for each real number x, let Cx)

denote the smallest integer greater than or equal to x.

1 
~ Proposition - For all BIB designs based on V and k,

Li 
{~~ 
{!~~~ }} �b*~~.~ � 

r (P) vC2,

U 
— 14—

11 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - -



~~~~~~~~~ i~z: ~~~~~~~~~~~~

where r(P) is the rank of the matrix P defined in Section 4.

Proof. Suppose r(P) >b*mi~; that is, suppose there exists

Li d , a BIB design for v and k with b*_ b*min> r(P). Now

since the number of columns of 
~d* is b* and since

L 
r(Pd~)� 

r(P), it follows that is not full rank. Thus,

[ by Theorem 4.1, there exists d1, a BIB design for v and k

such that b*<b*=b* , a contradiction. Therefore1 mifl
L b*min.� r(P). But r(P)�vC2, since P has yC2 rows.

To establish the lower bound, note that in a BIB design
1. each pair of elements of V appears at least once • Let n

be the smallest number of blocks needed to cover the vC2

- 
pairs of V • Observe that in order to cover all pa-irs, each

element of V must appear in at least (v.1/k—i) distinct 
—

blocks. So, the average number of distinct blocks in which

- each element appears, nk/v, must be at least (v— i/k-I).
- Ii Thus b*min ~ C (v/k)(v-]Jk-1)) •

- 

~emark. A result analogous to b*mjn�vC2 in the context

‘ I I  of sampling was given by Wynn ( 1975). Also, the argument

used to establish the lower bound has been used by those
investigating the problems of minimal covering. (See, for

example, Kalbfleisch and Stanton ( 1968)].

Corollary 5.1. b*min�b/X•

Proof, m a  BIB(v ,b ,r ,k,X ) ,  (v/k) — (b/x)(v-i/k-l). So

((v/k)(v—Vk—l))~~b/x•

Proposition ~~~~~~~ Suppose a BIB(v,b,r,k,Xl b*) ham frequency

~11 vector 1’” ’~vCk~’ 
Then

(i) b~~vf~. I — 1,...,vCk; and

U (ii) b*~~v ,

~ 

—~~~~--, — - -~
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Proof: (i) is a result of Mann (1968).

Let f=max (f1:i— 1 ,...,vCk). Then

= b/b*.

Thus (ii) follows from (I) .

Whether Proposition 5.1 or Proposition 5.2 provides

the sharper lower bound for b* depends upon the values of

v and k.

6. Characterization of the Support of a. BIB 
~~~~~~~~i~~~~~!

Given a set ~ of distinct blocks from vEk , it would be

desirable to know whether there exists a BIB design with

S as its support. This section contains several criteria

for determining whether S is the support of a BIB design.

For each pair , a, In vE2 , let be the number of

blocks containing a. To avoid trivialities we assume

-throughout this section that the Xa>l for all a in vE2;

that is , S is a covering of yE2.

Lenuna 6.l. Suppose S~ is a block in s and a,~~ are

two pairs contained in S~ with L~=i. If S is the

support of a BIB design, then )~ =1. 
-

Proof. Let F=(fl,...,f
~~k
) be the frequency vector of

a BIB design with support S. Suppose ).~ > 1. Then there

exists S~ ~~~ in S such that ~ 18 contaIned in S~.

Thus f~ ~ O. Then the p-entry of the vector PF is at

least as lar ge as f1+f~ >f1~ but the a-entry is f1, contra-

dIeting Lemea 4.1.

4
-16—
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~~~~~~~ ~~~) .  Let S consist of

123 145 167 178
246 257 258 347
356 

- 
3118 168

Although S covers all pairs for v — 8  and k .3, It can-

not be the support of a B]~B design. Let a .( 6 ,8) and

~ — (1,6). Then )U =l and =2, but both are contained

in 168.

Corollary 6.1. If 5 18 the support of a BIB design, then
the a~ aber of pairs that are contained exactly once in S

is divisible by kC2 . 
-

Proof . Each block of S which contains a pair appearing only

once in * contains exactly kC2 such pairs, by Lemma 6.1,

and hence the result

In attempting to construct a BIB design with minimum

support , it would seem natural to start with a minimal cover-

ing of the pairs . The following proposition shows when this

strategy will succeed .

Proposition 6.1. If S is a minimal covering of the pairs

of elements of V, then 8 Is the support of a BIB design

if and only if S is itself a BIB design .

Proof. If S Is a BIB design it is its own support. To

show the converse, suppose S is not a BIB design. Then

there exists a pair a such that Xa>l Now a is con-

tam ed in some block S of S. Now there Is a pair ~ In
S such that ),~ —1; for, if not, we could remove the block

S and s-Cs) would itill be a covering . So, by Lemma 6.1,

—17—
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$ is not the support of a BIB design.

Given a set of distinct blocks, 5, we associate with

each block S ES a vector .

T(S,*) O~ “a ~~~~~~U1 2  czkC2

where aj is the j—th pair contained in S. We say that the

block S is pair balanced in S if T(S,$) =(c,c,...,c).

Proposition 6.2. If every block in the pair covering $ is —

- 
-

, 

pair balanced, then $ Is the support of a BIB design.

Proof. (by construction) Collect all blocks of S -with the

same T vector. This -partitions S into classes

to that every block in a given class, S~, has

the same T = (n1 . . . ,n1), say. To produce a BIB design with
S as its support, take b/ni copies of each block in $~~,

i— l ,2,...,t, where £ is the least common multiple of n1,

I=l,2,...,t.

Notice thRt each pair of vE2 appears in exactly one

c lass , S~. Moreover, each pair which appears in S~ appears
exactly iij times. Thus , the above procedure guarantees
that every pair will appear exactly £ tImes in the design.

Example 6.2 Let v— 7 and k=3. Let S be:

124 31~ 672 435
156 235 647 572
137 457 263

It can be checked that $ is a covering and that each of its

blocks ii pair balanced in $ • Indeed, each block in the first-I 
1~~

— 18—
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cbl~mn has T=(l,l,l) and each of the remaining blocks

has T=(2,2,2). Therefore, b7 taking 2 copies of the

blocks in the first column and one copy of the remaining

blocks, we obtain a BIB(7,lk,6,3,2 Ill).

7. BIB Des igns with v =8 and k =3. - 
- 

-

Using the relations rv = bk 
- 
and X(v-l) = r(k-l) which

hold in any BIB(v,b,r,k,X ) ,  we can easily verify that

there is no reduced BIB design based on v =8 and Ic =3.

, I,ndeed, v=8 and k=3 are the smallest v and Ic with

2 (k<-v/2 for which there is no reduced BIB . We were thus

interested in finding the possible support sizes in this case.

In Section 4, we gave several examples of

BIB(8 ,56,2l,3,61b*) with b*<56. In Table 1 of this eec-

tion we list some of the designs produced by a computer

program implementing the algorithm described in the proof

of Theorem 4.1.

In Table 1 each column specifies a BIB design. The

first two entries give the support size anti the number of

blocks in the design. The remaining entries in each column

form the frequency vector of the design. Note that there

Is a design listed with each support size from 24 to 55.

L While we have found no design with b*<24, we do not have

u 
any theoretical reason to believe that b~~~~=2 k . 

-

U 
- 
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Table 1

513 Designs With v - 8  and k-3
Support Sizes 21$ to 5~

b* 214 25 26 27 28 29 30 31 32 33 314 353 637 38 39 140 141 142 1$3 145436 147 148 b9 50 51 52 53 54 55
b 56 56 56 56 56 ~6 ~6 56 56 ~6 56 56 56 ~6 ~6 56 56 56 56 56 56 56 56 ~6 56 56 56 11256 112 112 112

125 — 3 1 — — 2 — — 3 — — — 2 — 3 1 3 — 1 1 2 1 1 1 1 1 1 2 1 2 2 2
1 2 1 4 — — — 2 2 — — 3  1 3 1 1 1 — 1 1 1 1 1 1 3 1 2 2 2
1 2 5 1 1 — — — —  1 4 — 1 3 — 1 — 1 1 2 — 5 2 1 1 — 2 - 1 1 1 2 1 — 1 2
1 2 6 — — 1 4 2 2 3 — 2 . 2 — — 2 — — — — 1 — 1 1 3 — 2 1 1 1 2  1 3 3 2  . -

1 2 7 2 — 1 2 2 1 — 1 — — 3 1 1 1 1 1 — — 1 1 1 1 1 2 2  1 1 2  1 3 2 2
1 2 8 3 2 _ _ _ _ 2 _ 2 1 3 l e 1 k 1 1 _ 1 1 1 1 ~~~~~ 1 _ _ 1 1 2  1 2 2 3
13k — 2 — — — 1 1 — 2 1 1 1 1 1 1 1 — 1 1 1 1 1 1 1 1 1 1 2 1 1 1 3 r
1 5 5 — 1 3 k  1 4 2 — 3 1 — 1 1 2 1 - 1 1 2 1 1 1 1 1 1 1 2 1 1 3 1 3 3 3
1 3 6 5 — 2 1 1 1 2 1 — 2 1 3 1 2 1 1 1 1 1 — 1 1 1 1— 1 1 1 1 2 2 2
1 3 7 1 — —  1 1 — 2 2 — 2  1 1 — 1 — 1 — 2  1 2 1 11 1 1 1 1 2  1 2 2 2
158 1 — — 1 2 — — 1 —  1 — 1 1 1 — 1 1 1 1 1 1 2  1 2 2 —
1 1 4 5 1 — 3 — — 2 2 — — 3 3 3 2 3 — 2 — 1 2  1 1 1 1 1 1 1 1 1 4 2 2 2 1
114 6 1 — — 3 3 — 2 2 — 1 2 2 — 2 — — 2 1 — 2 — 1 1 1 2 1 1 3 1 2 2 - 2
1 k 7 — 3 1 — — 1 — — 3 — — — 2 — 2 1 1 1 1 — 1 1 1 1 — 1 — — — 2 2 2
1 1 4 8 — 1 2 1 1 2 1 1 1 1 — — 1 — 3 1 — 1 1 1 3 1 1 1 1 1 2 1 1 3 3 3
1 5 6 — 1 4 — — — 2 — 1 k . — 1 — 2 — 3 1 1 — 1 — 2 1 1 1 1 1 1 2  1 3 2 2
157 1 — 1 1 — 2 — — 1 1 1 1 1 — 1 1 1 1 2 2 2
1 5 8 — — — 1 2 — — 2 — — 1  1 1 — 2 — 2 — 2 1 1 1 —  — 2 2 2
1 6 7 — 1 — — — — 2 — 1 1 2 1 — 2 1 2 — 2 2 2 1 — 1 — 1 1 2 2 1 1 2 2
168— 1 1 — — — 1 — 1 2 2 1 2 1 1 — 2 1 1 1 — 2 1 1 1 2
178 3 2 14 3 3 14 2 3 2  3 — 2 3 1 1 1 3  1 1- .  1 2  1 1 2  1 1 5  2 2 2 2
2 )44 1 & 3 2 2 2 2 3 1 2 3 1 3 1 3 2 _ ~~~~~ 2 _ 2 2 1 _ 1 1 2 1 2 1 3 3 2
2 3 5 — — — 2 1 — — 2 — — 3 — — — — 2 — — 1 1 — 2  1 2 1 — 1 1 1 1 1 2
236 3 — 1 2 1 1 — 1 1 — 1 3 1 1 1 — 1 — 1 2 1 2 1 3 3 2
237 2 1 1 2 1 2 —  1 1 1 1 — — — 1 — 1 1 — 3 1 2 2 2
2 3 8 — — 3 2 3 2 — 3 — — 0 — 2 — — 2  1 — 2  1 1 2 2 2 1 — 2 2  1 1 1 2
2 4 5 1 1  ~ — — 2 — — i —  ~ 1 2 1 1 — 2 — 1 1 1 1 1 1 1 1 1 2 1 2 1 3
2 4 6 1 2 1 — —  1 — — i —  1 1 1 1 1 1 4 — — ) —  1 — 3 1 1 — 1 2 1 2 2 2
2 1 4 7 — — — 2 2 —~~~~~~ 1 1 — 1 1 11 1 — 1 1 1 1 2 1 1 1 1 1 2 1 1 23
2 4 8 — — 1 — — 1 1 — 1 2 2 — 1 — 1 — 1 2 — 1 1 1 — 1 1 1 1 2 1 2 2 1
256 2 2 1 2 3 1 — 2 1 — 1 3 2 3 1 1 1 — 1 1 1 1 1 1 1 1 1 3 1 2 2 2
2 5 7 2 1 3 1 1 3 1 1 2 2 — 1 2 1 1 — 1 2 — 1 2 1 — 1 1 1 2 2 1 1 4 1 4 1
2 5 8 — 1 —  1 1 — 1 1 1 1 — — — — 2  1 2  1 1 2  1 1 1 1 1 2 — 2  1 3 3 2  - -

2 6 7 — 2 — — — — 2  1 2 1 2 — — — 2  1 3 1 12  1 1 1 1 —  1 1 1 1 — — 2
2 6 8 3 — — 2 1 1 1 1 1 1 1 1 1 1 1 — 1 1 — —  1 1 — 1 2 1 1 2 1 2 2 2
278 — 3 2 1 1 2 1 1 1 1 — 1 1 1 1 2 1 1 2 1 1 1 2 1 1 1 1 2 1 2 2 2
3~ 5 — — — — 1 — — 1 — — — — 1 — 1 — 1 1 — 1 1 1 1 1 — 1 1 — — 2 2 1
3 4 6 — 1 1 — —  1 — 1 2 — — —  1 1 1 2 1 — 2 1 1 1 1 1 1 — 1 3 1 2 2 2
3 1 4 7 — — 3 — — 2 — — — — 3 —  1 — 1 2 2 — 1 1 1 1 1 1 1 — 2 3 2 2 2 1
3 1 4 8 2 — — 4 3 — 2 3 — 2 1 2 1 1 _ 1 2 2 2 . _ 1 2 1 2 2 — 2  1 2 2 3
3~6 1 1 — — — — 1 1 1 1 1 1 — 1 — 1 1 1 2  1 1 1 - 2
3 5 7 2 5  — — — — 1 4 — 1 4 3 1 2 — 2 3 2 1 2 3 2 2 1 2 1- 1 2 1 2 1 2 2 2
3 5 8 k — 3 — — 4 2 — 1 2 0 3 3 3 1 _ 1 1 — ~~~~~~1 1 — 1 1 1 1 l e 2 ) 3 2
3 6 7 1 — 3 5 5 * — k — — o 1 k 1 — — 1 — — — — 3 1 3 2 1 j 2 1 2 2 ~~~3 6 8 — 5 — — — —  1 — 3 1 3  1 — 1 3 2 1 1 1 3 2 1 1 1 1 1 1 2  1 2 2 2
3 7 8 — 1 2 — 0 — — — 2 — 1 1 — 1 2 — — — — 1 1 — . . 2 2 )
1 4 5 6 — — — 2  1 — 3 1 1 2  1 — — — 2 —  1 3 — 2 1 2 — 2 1 2 1 — 1 2 3 2
1457 — — 1 14 14 -2 1 14 — 1 0 1 1 1 — 1 1 1 1 1 — 1 1 1 2 1 1 3 1 2 2 3
4 5 8 — 5  4 — 0 1 — 1 2 3 1 — 2 1 2 — 2 — 1 — 1 ) 1 2 2 2
4 6 7 3 3 1 — —  1 1 — 2 3 1 2 1 1 2 — 1 2 1 — 3 — 1 — 1 2 1 2 1 3 2 2

-
~~~~ 1468 1~~~ 5 1 2  3 — 2 — — 1 1 3 1 — — 1 — — — — 2 — 1 — 1 1 2 1 1 1 2

1478 3 2 — — 1 2 2 — 3 — I 1 1 1 3 ~~~~~ 1 1 2 1 1 1 2 1 22 j
5b 7 2 — 2 — —  1 — — — —  1 1 1 1 — 2 1 — 1 1 — I l l  1 — — ?  1 2 2 2
568 2 — 3 2 2 2 3 2 — 3 1 2 1 2 — I 1 2 2 1 1 1 2 1 1 1 2 2 1 2 2 25 7 8 — — — i 1 — — 1 — — k — 2 — i i — i i .  1 1 1 1 1 11 1 1 — — 2
6 7 8 — — — 1 1 — 1 1 1 1 O 1 — 1 1 1 — 1 1 1 1 1 1 1 1 1 ) 2 1 1 4 4 2

Li 
- -(
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